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Abstract

The remarkable versatility of the mammalian brain is made possible by a huge diversity of cellular 

plasticity mechanisms. These include long-term potentiation and depression at both excitatory and 

inhibitory synapses, as well as a variety of intrinsic and homeostatic plasticity mechanisms. A 

fundamental challenge for the field is to assemble our detailed knowledge of these specific 

mechanisms into a coherent picture of how plasticity within cortical circuits works to tune network 

properties.

None of the articles in Neuron's inaugural issue, published nearly 20 years ago, concerned 

synaptic plasticity. Since that time, however, the synaptic plasticity field has undergone 

explosive growth, even relative to the growth of neuroscience as a whole (Figure 1). A 

substantial fraction of this communal effort (roughly a third of the “synaptic plasticity” 

publications in the last three years) has been devoted to understanding long-term 

potentiation (LTP) in the rodent hippocampus.

Over the last 20 years, what began as a search for the cellular basis of learning and memory 

zoomed downward, focusing on the molecular mechanisms underlying LTP at the Schaffer 

collateral synapse in (depending on your perspective) exquisite or excruciating molecular 

detail. Tremendous progress has been made in uncovering basic features of synaptic 

transmission and the regulation of excitatory synaptic strength (Malenka and Nicoll, 1999; 

Malinow et al., 2000). For example, we now understand the activation of kinase cascades in 

the postsynaptic density (Kennedy et al., 2005) and the trafficking of AMPA receptors 

(Nicoll et al., 2006; Shepherd and Huganir, 2007) with a level of detail that permits the 

functional role of these processes to be dissected. Nevertheless, success at linking these 

plasticity mechanisms directly to learning and sensory plasticity has been harder to come by. 

Perhaps part of the reason for this is that any behavioral manipulation—plucking a whisker, 

closing an eye, learning to navigate a maze, or for that matter even a seemingly simple 

manipulation like tetanizing a set of axons—sets into motion multiple plasticity mechanisms 

operating though distributed biochemical cascades at multiple sites within a large 

functionally interconnected circuit. In Figure 2, for example, we illustrate a sampling of the 

various forms of plasticity that have been documented at different synaptic connections 

within sensory cortex, many of which we will refer to in our discussion below.

*Correspondence: nelson@brandeis.edu (S.B.N.), turrigiano@brandeis.edu (G.G.T.). 

HHS Public Access
Author manuscript
Neuron. Author manuscript; available in PMC 2016 June 24.

Published in final edited form as:
Neuron. 2008 November 6; 60(3): 477–482. doi:10.1016/j.neuron.2008.10.020.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



As studies of synaptic plasticity have become more cell biological, it is natural to focus on 

mechanisms that may be common to all synapses. But one look at the range of cellular 

morphologies present in a single cortical column or a single hippocampal field drives home 

the importance of balancing the “depth” that comes with focusing on a single chain of events 

at a single synapse, with a broader appreciation of synaptic diversity. Synapses, like the pre- 

and postsynaptic neurons that comprise them, clearly come in different “types” that reflect 

very different morphological and molecular environments, and so it is perhaps not surprising 

that their plasticity mechanisms can differ widely. Here, we review some of these diverse 

forms of plasticity, with an emphasis on neocortical and hippocampal mechanisms. A 

fundamental challenge for the field is to assemble our detailed knowledge of these synapse-

type specific mechanisms into a coherent picture of how plasticity within functional circuits 

works to tune network properties.

 From Tetanus to Timing

Early studies emphasized the idea that the level of synaptic activity and subsequent 

postsynaptic depolarization controlled the polarity of synaptic plasticity: a rapid tetanus 

and/or rapid, strong depolarization produced LTP, while low frequency, milder 

depolarization produced LTD (Artola and Singer, 1993; Kirkwood and Bear, 1994). Critics 

argued that tetanic stimulation is non-physiologic since cortical and hippocampal neurons 

rarely fire at these rates and that spontaneous activity should produce constant depression in 

vivo (Holscher, 1997). While tetani and low-frequency stimulation (LFS) remain convenient 

experimental protocols, thinking about how plasticity is induced in vivo shifted radically 

with the discovery that both LTP and LTD could be induced at low frequency depending on 

the precise timing relationships between pre- and postsynaptic firing (for reviews see Abbott 

and Nelson, 2000; Dan and Poo, 2004; Linden, 1999). Early studies of spike-timing-

dependent plasticity (STDP) showed that both the potentiation and depression were 

mediated by NMDARs. Subsequently, it has become clear that the LTP and LTD 

components of STDP are mechanistically distinct and may depend on different populations 

of NMDARs linked to distinct signaling pathways (Bender et al., 2006; Rodriguez-Moreno 

and Paulsen, 2008; Sjöström et al., 2007; Sjöström et al., 2003). Functionally, STDP may 

allow neurons to detect and enhance causal associations between their inputs. The time 

scales over which inputs must interact with postsynaptic activity varies with synaptic type 

and location and may themselves be altered by activity or neuromodulation.

 Presynaptic LTP/LTD and Retrograde Transmission

Despite evidence for a presynaptic form or component of LTP at CA3-CA1 synapses under 

some circumstances (Bayazitov et al., 2007; Emptage et al., 2003 ; Zakharenko et al., 2003), 

the weight of opinion favors the idea that the major form of potentiation at this synapse is 

the now canonical pathway beginning with postsynaptic calcium influx through NMDAR, 

activation of CaMKII, and ending with enhanced insertion of AMPAR subunits (for a more 

detailed analysis of the presynaptic/postsynaptic debate, see article by Südhof and Malenka 

[2008], this issue of Neuron). Some initial studies suggested that mechanistic insights into 

LTP and LTD at Shaffer collateral synapses would apply equally to neocortical synapses 

(Kirkwood et al., 1993). Subsequently it has become clear that different classes of synapses 
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can exhibit different forms of plasticity. For example, synapses in L4 and L2/3 of visual 

cortex both exhibit LTD, but this LTD depends on cannabinoid receptors and presynaptic 

NMDA receptors in L2/3 (Bender et al., 2006; Rodriguez-Moreno and Paulsen, 2008), but 

not in L4 (Brasier and Feldman, 2008; Crozier et al., 2007). In some cases, plasticity rules 

for a single class of synapse depend on the dendritic location (Froemke et al., 2005; Letzkus 

et al., 2006; Sjöström and Hausser, 2006). Even for a single synaptic connection, multiple, 

mechanistically distinct forms of plasticity can coexist. For example, at Schaffer collaterals 

in CA1, two distinct forms of LTD can be induced, one depending on NMDAR activation 

and one depending on mGluR activation (Oliet et al., 1997). Neocortical LTP is expressed 

both pre- and postsynaptically at L4 to L2/3 synapses (Hardingham and Fox, 2006) and at 

synapses between L5 pyramidal neurons (Sjöström et al., 2007). Both forms require 

postsynaptic depolarization, calcium influx through NMDAR and activation of CaMKII. The 

postsynaptic form, like that in CA1, is absent in GluR1 knockout mice (Hardingham and 

Fox, 2006), while the presynaptic form depends on the retrograde messenger nitric oxide 

(NO); (Hardingham and Fox, 2006; Sjöström et al., 2007).

The role of retrograde transmission in synaptic plasticity, though initially highly 

controversial, has been a persistent theme in multiple systems. For example, in addition to 

contributing to presynaptic forms of neocortical LTP, NMDAR-dependent NO production is 

necessary for a heterosynaptic LTP of inhibition in the ventral tegmentum (Nugent et al., 

2007), a form of plasticity that is blocked by opiates and may contribute to early phases of 

opiate addiction. NO-dependent LTP is also believed to underlie inflammatory hyperalgesia 

at pain pathways in the spinal cord (Ikeda et al., 2006).

Endocannaboids appear to be an even more ubiquitous retrograde messenger contributing to 

presynaptically expressed plasticity. Although first found to act as short-term modulators of 

synapses in several systems (for review see Kreitzer and Regehr, 2002; Wilson and Nicoll, 

2002), it is now clear that LTD in the amygdala (Marsicano et al., 2002), neocortex 

(Sjöström et al., 2003), striatum and accumbens (Gerdeman et al., 2002; Robbe et al., 2002), 

and cerebellum (Safo and Regehr, 2005) require activation of CB1 receptors by endogenous 

cannabinoids. As mentioned above, at many of these synapses presynaptically expressed 

forms of LTD can coexist with postsynaptic forms of LTD mediated by internalization of 

AMPA receptors. Remaining questions, at least for many of these systems, include the 

precise identity of the endogenous ligand and the mode of its release.

 Beyond LTP and LTD

Recent work has begun to challenge the view that synapse-specific forms of LTP and LTD at 

excitatory synapses can fully explain learning and experience-dependent plasticity. In 

particular, three additional forms of plasticity, each with its own interesting functional 

implications, have now been extensively documented in cortical and hippocampal networks 

and in a few cases have been tied to learning and/or sensory plasticity. These are (1) 

plasticity of intrinsic neuronal excitability, (2) plasticity of inhibitory synapses, and (3) 

stabilizing, homeostatic forms of intrinsic and synaptic plasticity. We briefly describe each 

in turn below, and discuss their possible functions within neuronal circuits.
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 Intrinsic Plasticity

Until recently, the activity-dependent refinement of cortical circuits has largely been 

ascribed to synaptic plasticity mechanisms. However, changes in intrinsic excitability that 

alter the input-output function of a neuron can also strongly affect network behavior, and 

there is mounting evidence for activity-dependent modulation of intrinsic excitability in a 

variety of neurons (Marder and Goaillard, 2006; Zhang and Linden, 2003). Interestingly, 

some of the first reports of hippocampal LTP found that, along with synaptic changes, 

tetanic stimulation also induced “ES potentiation”—or an increase in the probability that a 

synaptic input of a given size will elicit a spike—through a mechanism that was suggested to 

be due, in part, to changes in the voltage-dependent conductances that shape neuronal input-

output properties (Andersen et al., 1980). More recent studies have found that the classic 

stimuli used to induce hippocampal LTP and LTD induce synaptic and intrinsic changes in 

parallel (Fan et al., 2005; Frick et al., 2004). These changes can take a variety of forms: for 

example, LTP-inducing stimuli can enhance local dendritic excitability and thus act 

synergistically with LTP or conversely can lower the probability of somatic spike generation 

and thus serve a stabilizing function (see section on Homeostatic Plasticity below; Johnston 

and Narayanan, 2008; Kim and Linden, 2007). Thus, just as synaptic plasticity comes in a 

variety of flavors and can be induced through a variety of signaling cascades, intrinsic 

plasticity also exhibits a great diversity which we are just beginning to appreciate.

While the phenomenon of intrinsic plasticity has been widely documented, little is currently 

known about the underlying induction and expression mechanisms. A number of classic 

signaling pathways can regulate ion channel function through phosphorylation and other 

posttranslational modifications. It is also clear that the membrane ion channels that underlie 

neuronal firing and dendritic integration are nonuniformly distributed in neurons, and the 

cell biological processes that regulate the abundance and localization of neurotransmitter 

receptors are likely to apply as well to voltage-gated ion channels. The functions of intrinsic 

plasticity are also likely to be diverse. For example, activity-dependent regulation of 

neuronal input/output curves serves as a gain control mechanism underlying adaptive 

plasticity of the vesibulo-ocular reflex (Gittis and du Lac, 2006) and is correlated with some 

forms of learning (Matthews et al., 2008; Saar and Barkai, 2003). In general, the 

contribution of a neuron to circuit function can be boosted or reduced by modifying the 

somatic input-output function, in a way that is independent of changes in synaptic input. 

This provides an additional higher level of control over circuit function to that provided by 

synapse-specific plasticity mechanisms. In addition, local control over ion channel function 

in dendritic regions could act to boost or attenuate the function of particular groups of 

synaptic inputs onto that dendrite, thus enhancing cooperativity between inputs. Finally, 

some forms of intrinsic plasticity could serve a “metaplastic” function, because changing 

dendritic or somatic excitability can make it easier or harder to generate forms of synaptic 

plasticity that rely on dendritic depolarization and calcium influx, or on postsynaptic 

spiking. Understanding how activity shapes network function will require integrating these 

mechanisms into our view of circuit plasticity.
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 Inhibitory Plasticity

Approximately 20% of cortical and 10% of hippocampal neurons are GABAergic (Lawrence 

and McBain, 2003), and inhibition plays a number of critical roles in information 

processing. Given the importance of cortical and hippocampal inhibition, it seems likely that 

inhibitory synapses are an important locus of change during learning and experience-

dependent plasticity. However, reports of rapidly-inducible plasticity at GABAergic 

synapses are relatively rare compared to reports of excitatory LTP/LTD. A number of factors 

have probably contributed to this paucity of reports of inhibitory plasticity. First, theoretical 

work has focused on changes at excitatory synapses. A second reason is the technical 

difficulty of studying identified inhibitory synapses in cortical or hippocampal networks. 

Because interneurons are extremely heterogeneous, extracellular stimulation typically 

activates a mixed set of inhibitory inputs which may have heterogeneous plasticity rules—

and so to be interpretable many such experiments require technically challenging approaches 

that allow activation of indentified neurons. With the advent of mouse lines in which 

particular classes of GABAergic neurons are fluorescently labeled (Monyer and Markram, 

2004), this has become a tractable approach. Finally, the patterns of activation required to 

induce plasticity at inhibitory synapses are sometimes very different from those at excitatory 

synapses, so finding the right combination of presynaptic and postsynaptic activation to 

generate inhibitory plasticity can be challenging. Recent work suggesting that inhibitory 

plasticity plays important roles in processes as diverse as balancing excitation and inhibition 

during development (Akerman and Cline, 2006; Lien et al., 2006), opiate addiction in the 

ventral tegmental area (Nugent et al., 2007), and the deprivation-induced loss of visual 

responsiveness in the rodent visual system (Maffei et al., 2006), is likely to fuel growing 

interest in the mechanisms and function of inhibitory plasticity.

 Homeostatic Plasticity

Learning-related and experience-dependent adaptations in circuit function require that 

neurons detect correlations in the environment and store these as changes in synaptic or 

intrinsic properties. This means that, in living organisms, neuronal circuit properties are 

constantly being perturbed by all the forms of plasticity we have described above. This 

raises the question of how neurons and circuits maintain stability of function when virtually 

every aspect of neuronal physiology is subject to ongoing activity-dependent modifications.

An answer that has emerged over the past 15 years or so is that neuronal circuits possess an 

array of “homeostatic” plasticity mechanisms that serve to stabilize neuron and circuit 

function. A homeostatic form of plasticity can be thought of as one that acts to stabilize 

neuronal activity in the face of perturbations, such as changes in synapse number or strength, 

that alter excitability. A large number of plasticity phenomena have now been identified in a 

wide range of organisms and brain regions that appear to serve such a stabilizing function 

(Davis and Bezprozvanny, 2001; Marder and Prinz, 2003; Turrigiano, 2007; Turrigiano and 

Nelson, 2004). For example, neocortical neurons can detect changes in their average firing 

rates and scale excitatory synaptic strengths up or down to keep firing relatively constant. 

Interestingly, this “synaptic scaling” is thought to adjust all of a neuron's synapses up or 

down in strength proportionally, so that while average synaptic strength is regulated in a 
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homeostatic manner, the relative strengths of individual synapses remain constant. This has 

the nice property of allowing neurons to preserve the synapse-specific differences in 

synaptic weights that presumably encode information, while allowing neurons to keep their 

activity within a functional range.

This work on homeostatic plasticity has shown that neuronal activity, like other critical 

physiological variables, is subject to classic homeostatic negative feedback control. How do 

neurons accomplish, for example, global negative feedback control of synaptic strength? The 

best current evidence suggests that during synaptic scaling neurons detect changes in their 

own firing rates through a set of calcium-dependent sensors that then regulate receptor 

trafficking to increase or decrease the accumulation of glutamate receptors at synaptic sites 

(Turrigiano, 2008). Additional mechanisms may allow synapse-specific homeo-static 

changes in synaptic function or network-wide changes in activity to be sensed through 

parallel pathways, generating a nested set of homeostatic mechanisms that operate over 

different temporal and spatial scales to stabilize network function.

Recent work suggests that homeostatic plasticity plays a number of important roles in the 

experience-dependent development of sensory systems. For example, in the visual system 

there is evidence that synaptic scaling mediates an activity-dependent trade-off between 

synapse number and strength, which serves to keep activation relatively constant despite 

developmental changes in connectivity (Chandrasekaran et al., 2007; Desai et al., 2002). 

There is mounting evidence that synaptic scaling or other forms of homeostatic plasticity 

underlie the potentiation of open-eye responses that follow closure of one eye during a 

classic form of visual system plasticity, ocular dominance plasticity (Kaneko et al., 2008; 

Mrsic-Flogel et al., 2007). Currently direct evidence that homeostatic plasticity helps to 

stabilize hippocampal function during LTP or LTD is lacking, although hippocampal circuits 

clearly display several forms of homeo-static plasticity.

 Connecting Plasticity to Behavior

Ultimately the challenge for neurobiologists is not just to understand the cellular and 

molecular mechanisms of synaptic and intrinsic plasticity, but to identify how these 

processes contribute to behaviors such as spatial learning, fear conditioning, or sensory 

plasticity. Despite many successes, it has been very difficult to convincingly link any specific 

synaptic plasticity mechanism directly to behavioral plasticity or learning. For example, in 

some cases, manipulations that block hippocampal LTP do not block spatial learning 

(Zamanillo et al., 1999). Similar dissociations between manipulations that affect visual 

cortical LTD and monocular deprivation have been observed (Hensch, 2005), although the 

degree to which these linkages remain valid is quite contentious in both systems. There are 

many reasons why causal links between molecular mechanisms of plasticity and behavior 

have been elusive, but an important one is that individual synapses are embedded in complex 

circuits and many forms of plasticity operate in these circuits.

To illustrate this point, consider what we know about the changes induced within the rodent 

visual cortex by a relatively simple manipulation—closing one eye for a few days. Over 50 

years ago, Hubel and Wiesel showed that closing one eye during a critical period of 
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mammalian development could dramatically alter functional circuits in the visual cortex. 

The cellular mechanisms were initially attributed to homosynaptic LTP and LTD like those 

operating in CA1, but we now know that multiple forms of plasticity are engaged. 

Monocular deprivation has been shown to, among other things, potentiate excitatory 

synapses onto inhibitory interneurons and generate LTP at inhibitory synapses within layer 4 

(Maffei et al., 2006), depress excitatory synapses from layer 4 to layer 2/3 (Crozier et al., 

2007; Maffei and Turrigiano, 2008), and increase the intrinsic excitability of layer 2/3 

pyramidal neurons (Maffei and Turrigiano, 2008). To further complicate matters, the 

constellation of changes produced at these sites and others depend critically on the exact age 

at which the manipulation is performed (Desai et al., 2002; Maffei et al., 2006; Maffei et al., 

2004), as well as how vision is deprived—lid suture and blockade of retinal activity with 

TTX, for example, produce dramatically different effects within layer 2/3 (Maffei and 

Turrigiano, 2008), presumably because these different sensory manipulations have different 

effects on cortical activity, and thus engage a different subset of the available plasticity 

mechanisms. We are currently quite far from being able to assemble these observations into 

a unified view of how visual experience shapes microcircuitry within visual cortex. A 

similar “embarrassment of riches” appears to hold for activity-dependent reorganization in 

somatosensory cortex (Feldman and Brecht, 2005). Nonetheless, it seems clear that this 

diversity of cellular mechanisms is tightly orchestrated so that each form of plasticity occurs 

in the right place at the right time to allow the developmentally appropriate tuning of sensory 

circuits.

 Moving Forward in the Face of Complexity

In the face of all of this diversity of cellular and molecular plasticity mechanisms, it is 

tempting to throw up one's hands in despair and, for example, decry the entire enterprise of 

trying to identify the molecular pathways that mediate changes in synaptic strength (Lisman 

et al., 2003). But recognizing that mechanisms of plasticity are diverse and often imperfectly 

isolated from one another is not at all the same as saying “anything goes.” Instead, it seems 

likely that there is a finite set of plasticity “modules” that subserve particular functions—

such as synaptic normalization or encoding short time-scale correlations—that will be 

recruited as appropriate. Similarly, there is likely to be a set of molecular modules that sense 

patterned neural activity and transduce it under appropriate conditions into changes in 

transmitter release, transmitter sensitivity and neuronal excitability. Core components, like 

the NMDAR-Calmodulin-CaMKII components of the calcium sensing module are likely 

linked to dozens of additional, more specialized, molecular participants that fine tune 

module operation in a cell-type- or synapse-specific manner. Other modules include those 

that mediate trafficking and anchoring of AMPAR subunits, the retrograde signaling 

pathways mentioned above and core signaling pathways like that linking GPCRs to cAMP 

production, A-kinase activation, and CREB activation. The number of these molecular 

modules is probably on the order of many dozens rather than a few. It is likely these 

molecular modules can be mixed, interconnected, and turned on and off developmentally to 

fine-tune the functional plasticity modules they underlie. Viewed this way, our brains are 

strong and flexible by virtue of the very diversity that has been driving neuroscientists to 

distraction over the past 20 years.
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A major experimental difficulty with sorting out which signaling modules are central to a 

particular form of plasticity, rather than permissive or modulatory, arises because the 

exquisite spatial and temporal segregation of signaling complexes is often disrupted or 

circumvented by the experiments we devise to study them. Examples include genetic 

manipulations that permit developmental compensation or that overexpress signaling 

elements in a non-spatially-restricted manner, biochemical measurements that homogenize 

distinct cell types, and physiology experiments that coactivate disparate circuit elements in 

non-physiological ways. But methods of circumventing these difficulties are improving. LTP 

and LTD can be readily induced at individual synaptic connections using more naturalistic 

patterns of activity. Activation of neurons can be achieved optically. Single release sites can 

be imaged directly (Oertner et al., 2002; Ryan et al., 1997). Biochemical analyses can be 

performed on single cells or cell types (Nelson et al., 2006; Tietjen et al., 2003; Trimarchi et 

al., 2007). And increasingly sophisticated genetic manipulations can be used for gain or loss 

of function with cell type and developmental specificity, both in genetic model organisms 

and in other organisms using viral vectors (Dymecki and Kim, 2007; Luo et al., 2008). 

Taken together, these feats of technical progress offer hope that over the next 20 years of 

plasticity research the toolbox will finally be up to the task of tackling the complexity which 

has stymied the linkage of particular molecular and cellular mechanisms to changes in 

perception and behavior.
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Figure 1. The Synaptic Plasticity Literature Explosion
Filled symbols plot the number of papers published per year (left axis) estimated from a 

Medline search for the terms “synaptic” and “plasticity.” For much of this period (1980–

2007) growth outstripped the broader neuroscientific literature estimated from searches for 

the terms “neuron” or “brain” (right axis). Neural plasticity papers accounted for 1/300 of 

this larger literature during the 1980s, but account for 1/42 papers in 2007. Arrow marks the 

year Neuron was founded.
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Figure 2. Diverse Forms of Plasticity in Sensory Cortical Circuits
A subset of known synaptic connections between excitatory (pale green) and inhibitory (red) 

neurons (black triangles are excitatory connections; red dot, inhibitory). Circles with arrows 

indicate LTP (up arrow), LTD (down arrow), or coexisting LTP and LTD (bidirectional 

arrow) of excitation (green) or inhibition (red). Light green indicates LTP/D believed to be 

primarily or exclusively presynaptic, dark green indicates postsynaptic. Both colors indicate 

evidence for mixed or coexisting pre- and postsynaptic mechanisms. Locus of LTP of 

inhibition is not known (red gradient). Axon entering layer 4 from below layer 6 indicates 

thalamocortical input to L4 spiny stellate cell. Excitatory and inhibitory synapses in layers 

2/3 and 4 also exhibit bidirectional synaptic scaling (yellow symbols). Intrinsic plasticity 

(blue symbols) has been demonstrated in L2/3 and L5 pyramidal neurons. Some forms of 

plasticity shown are developmentally regulated.

Nelson and Turrigiano Page 13

Neuron. Author manuscript; available in PMC 2016 June 24.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


	Abstract
	From Tetanus to Timing
	Presynaptic LTP/LTD and Retrograde Transmission
	Beyond LTP and LTD
	Intrinsic Plasticity
	Inhibitory Plasticity
	Homeostatic Plasticity
	Connecting Plasticity to Behavior
	Moving Forward in the Face of Complexity
	References
	Figure 1
	Figure 2

